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ABSTRACT 

Non parametric statistics, also known as distribution –free statistics, are methods of testing hypotheses when the nature of the 
distributions is not known, and we are not willing to accept the assumptions necessary for the application of the unusual statistical 
procedures. Nonparametric tests are the statistical methods based on signs and ranks. In this article, the concepts and use of 
nonparametric tests is described under pharmaceutical statistics.  
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INTRODUCTION 

he nonparametric method is a type of statistic that 
does not make any assumptions about the 
characteristics of the sample (parameters) or 

whether the observed data is quantitative or 
qualitative2.In Non-Parametric tests, we don’t make any 
assumption about the parameters for the given population 
or the population we are studying. These tests don’t 
depend on the population. Hence, there is no fixed set of 
parameters is available, and also there is no distribution 
(normal distribution, etc.) of any kind is available for use. 
This is also the reason that nonparametric tests are also 
called as distribution-free tests. Most of the 
nonparametric tests are very easy to apply and to 
understand also i.e. the complexity is very low3. Non 
parametric test are based on simple assumptions i.e. 
sample observation are independent of each other, 
variables are continuous in nature and probability 
distribution function is continuous.4 

Parametric tests are used when the information about the 
population parameters is completely known whereas non-
parametric tests are used when there is no or few 
information available about the population parameters i.e. 
parametric test assumes that the data is normally 
distributed. However, non-parametric tests make no 
assumptions about the distribution of data. 
Nonparametric statistical tests can be useful alternative to 
parametric statistical tests when the test assumptions 

about the data distribution are not met.6 Non parametric 
tests are most effectively used for data which consist of 
only classified (nominal) variables or ranked variables 
which are considered to have underlying continuous 
distribution. Data retain from continuous distributions are 
particularly manageable to non-parametric methods, but 
more complex designs in which interactions and other 
ANOVA components are present cannot be simply 
analyzed with these techniques, particularly when sample 
sizes are small.1 Most of the Non parametric methods for 
data that are not categorical use ranking procedures. 
Observations in various treatment groups are ranked 
according to specific procedures, and the ranks that 
replace the raw data are analyzed. These analyses use 
simpler statistical computations than the corresponding 
parametric analyses. Transformation to ranks results in 
simple whole or fractional numbers of relatively small 
magnitude.1 

Categories/Types of Non-Parametric Test 

Nonparametric methods are classified according to their 
function, such as two-sample tests and so on. Since 
populations do not always meet the assumptions 
underlying parametric tests, we frequently need probable 
procedures whose validity is not dependent on rigid 
assumptions. Nonparametric statistical procedures fill this 
need in many instances, since they are valid under very 
general assumptions6  

Sign test: This test is use to estimate the median of a 
population and compare it to a reference value or target 
value or critical value. 

Wilcoxon signed rank test: In this test, one can estimate 
the population median and compare it to a 
reference/target value/critical value. However, the test 
assumes your data comes from a symmetric distribution 
(like the Cauchy distribution or uniform distribution).7 

Non–Parametric Test in Pharmaceutical Statistical Calculations
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Wilcoxon signed rank sum test: Tests the equality of the 
distribution of the two treatments.1 

Friedman test:  Test for differences between groups with 
ordinal dependent variables. It can also be used for 
continuous data if the one-way ANOVA with repeated 
measures is inappropriate (i.e. some assumption has been 
violated). 

Kruskal-Wallis test: This test is use instead of a one-way 
ANOVA to find out if two or more medians are different. 
Ranks of the data points are used for the calculations, 
rather than the data points by subjectively. 

The Mann-Kendall Trend Test looks for trends in time-
series data.7 

 

Advantages: 

1. Deliver accurate conclusion even when the 
sample size is small. 

2. It’s more powerful than parametric tests when 
assumptions of normality have been violated. 

3. Suitable for all data types, such as nominal, 
ordinal, interval or the data which has outliers.5 

Disadvantages: 

May Waste Information:- Researcher may waste 
information when parametric procedures are more 
appropriate to use. If the assumptions of the parametric 
methods can be met, it is generally more efficient to use 
them. 

Difficult to compute by hand for large samples:-  For  large  
sample  sizes,  data  manipulations  tend  to  become  more  
strenuous, unless computer software is available. 

Tables not widely available: Often special tables of critical 
values are needed for the test statistic, and these values 
cannot always be generated by computer software. On the 
other hand, the critical values for the parametric tests are 
readily available and generally easy to incorporate in 
computer programs6 

If exists any parametric test for a data then using non-
parametric test could be a terrible blunder. 

The critical value tables for non-parametric tests are not 
included in many computer software packages so these 
tests require more manual calculations.5 

 

DISCUSSIONS 

Sign Test13 

Sign test is one of the simplest non- parametric tests. It is 
a test of the equality of the medians of two comparative 
groups1. It is based on the direction of the plus or minus 
signs of observations in a sample and not on their 
numerical magnitudes.5 It is used for paired data with an 
underlying continuous distribution, and is be applied to 
ranked or higher level data such as continuous interval and 
ratio-type data. The pairs are matched, and differences of 
the measurements for each pair tabulated. The differences 
are then classified only with regard to the sign of the 
difference. i.e count the number of times one treatment 
has a higher value than the other. If the test shows 
significance then two comparative populations have 
different medians at α level of significance. The statistical 
test is based on binomial distribution.1 The sign test is used 
in the following way: 

Number of plus (+) signs 

Number of minus (-) signs 

Number of 0’s which cannot be included either as positive 
or negative.8 

When applying two treatments to the same person, there 
are two possible outcomes: either treatment A is favoured 
or treatment B is favoured.1   

Question:- 

Compare the “time to peak” plasma level for two oral 
formulations of the same drug. Data is analysed using 
more sensitive non parametric test or a t- test for paired 
data (or ANOVA for a crossover design). Values are 
obtained by administering both drugs to each of 12 
persons on two different occasions. Although the data 
would ordinarily result from a crossover design, and 
ANOVA techniques might be more appropriate, for current 
purposes, consider an example where treatments have 
assigned in random order. Assume the ‘order ’effects will 
not analyse and no carryover effects are present.       

Table 1: Paired Data obtained from the bioavailability 
experiment: Time to peak plasma concentration Time to 
peak (hr.)                                    

Subject A B Difference: B-A 

1 2.5 3.5 +1 

2 3.0 4.0 +1 

3 1.25 2.5 +1.25 

4 1.75 2.0 +0.25 

5 3.5 3.5 +0 

6 2.5 4.0 +1.5 

7 1.75 1.5 -0.25 

8 2.25 2.5 +0.25 

9 3.5 3.0 -0.5 

10 2.5 3.0 +0.5 

11 2.0 3.5 +1.5 

12 3.5 4.0 +0.5 
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Tabulation of the differences (B-A) results in Nine positive 
signs and two negative signs. One subject showed no 
difference between treatments A and B. Table value (IV.12) 
10 of 11 positive (or negative) signs are needed to obtain 
significance at the 5% level. According to sign test, the 
difference just misses significance, although product B 
appears to take longer time to peak than product A. 

If differences are assumed to normal distribution, the 
paired t-test would be a more sensitive test than the sign 
test. For specific example one could not predict that the t-
test would result in a ‘more significant’ difference; but on 
average the t-test will be more discriminating. Above 
example conclude that the t-test results in a highly 
significant difference between the two formulations i.e. 
t=3.02.1 

Wilcoxon's signed rank test14 

WILCOXON MATCHED PAIRS SIGNED RANK TEST 
(WILCOXON SIGNED RANK TEST) is also called the Wilcoxon 
matched pairs test or the Wilcoxon signed rank test. It is 
very appropriate for a repeated measure design where the 
same subjects are evaluated under two different 
conditions. It is the nonparametric equivalent of the 

parametric paired t-test. This is not the same as the 
Wilcoxon rank sum test, which compares two non-paired 
groups and is equivalent to the parametric unpaired t-test. 
The Wilcoxon signed rank is more powerful than the sign 
test. This statistic differs from the sign test in that it 
considers the magnitude of the difference while the sign 
test does not. It uses more information from the sets of 
scores than the simple sign test. Because it uses more 
information it is considered to be more precise than the 
sign test.9 

Wilcoxon test is based on the assumption that the 
distributions of the comparative treatments are 
symmetrical. We test the equality of the means or 
medians; the mean and median are equal in a symmetrical 
distribution.1 

Initial calculations are the same as the sign test. Firstly take 
the differences between the treatment pairs as above 
example. When the values for a treatment pair are equal 
(difference of zero), a tie, and these data are discarded for 
purposes of the test. As in sign test, zero difference does 
not contribute information regarding the differentiation of 
treatments in the Wilcoxon signed rank test. 

 
Table 2: Data from above example: Ranking Differences without regard to Sign test for Wilcoxon signed Rank test 

Subject Value Rank Assigned 

rank 

Assigned 

rank with sign 

Ranks with 
positive signs 

Ranks with negative 
signs 

7 -0.25 1 2 -2  2 

4 0.25 2 2 2 2  

8 0.25 3 2 2 2  

9 -0.5 4 5 -5  5 

10 0.5 5 5 5 5  

12 0.5 6 5 5 5  

1 1.0 7 7.5 7.5 7.5  

2 1.0 8 7.5 7.5 7.5  

3 1.25 9 9 9 9  

6 1.5 10 10.5 10.5 10.5  

11 1.5 11 10.5 10.5 10.5  

     Sum=59 Sum=7 

 
Differences of united pairs are ranked in order of 
magnitude, ignoring sign. The data under Table -1 is the 
comparison of time peak plasma concentration for two 
formulations A and B, and ranking of absolute values of the 
difference is shown Table-2.  In above example the means 
are significantly different.  The table shows that rank sum 
of 10 or less for smaller rank sum is significant at 5% level 
for N=11 i.e. the smaller sum rank is 7 so the difference is 
significant at 0.05 level (p  ̴ 0.02).    

For larger sample size normal approximation is   Z= 
|𝑅−𝑁(𝑁+1)/4|

√[𝑁(𝑁+
1

2
)(𝑁+1)]/12

   → (eq:-1) 

                    Where R=sum of ranks; N=sample size  

            For above example; Z= 
|59−11(12)/4|

√[11(11.5)(12)]/12
 =2.31 

From table P=0.02, which is very close to exact probability, 
if data are normally distributed.1 

The sign test is limited in that it cannot reflect the degree of 
change between paired scores. Wilcoxon's signed rank test 
has more statistical power than the sign test because it not 
only considers the direction of the change but also ranks the 
degree of change between the paired scores, providing 
more information for the analysis.11 
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Wilcoxon Signed Rank Sum Test 15 

Wilcoxon signed rank sum test is analogous to two sample 
t-test and is stronger than the sign test for paired 
observations. It compares two samples that drawn from 
two independent populations. It evaluates the null 
hypothesis that the two distributions are identical against 
the alternative hypothesis that the two distributions differ 
only with respect to the median.10 The calculations for 
Wilcoxon rank sum test are similar to those for the signed 
rank test.  

Table 3: Results of a Dissolution Test using the USP 
Dissolution apparatus and a modification: Amount 
Dissolved in 30 minutes 

Above table -3 shows the comparison of USP Dissolution 
apparatus1 and a modified apparatus with 30 min. The 
objective is to compare the performance of the two pieces 
of apparatus. Twelve individual tablets were used for each 
“treatment” (apparatus). The amount of drug dissolved in 
30min was determined for each tablet. One tablet assay, 
determined in the original apparatus, is not included in the 
results because of an overt error during the assay 
procedure for this tablet. 

For moderate sized samples, the statistical test for equality 
of the distribution means may be approximated using the 
normal distribution. The normal approximation is  

                       Z=  
|𝑇−𝑁1(𝑁1+𝑁2+1)/2|

√[𝑁1𝑁2(𝑁1+𝑁2+1)]/12
  → (eq:-2) 

        Where      N1= smaller sample size 

             N2=larger sample size 

             T=sum of ranks for smaller sample size 

If Z ≥ 1.96 the two treatments can be significantly different 
at 5% level (Two sided test). Then for our example 

                         Z = 
|105.5−11(11+12+1)/2|

√[11(12)(11+12+1)]/12
   = 

26.5

16.25
 =1.63 

A value of Z=1.63 is not large enough to show significance 
in a two – sided test at the 5% level (p=0.11). Therefore, 
these data do not provide sufficient evidence to show that 
two different pieces of apparatus give different dissolution 
results. The t- test is more efficient than the non-parametric 
rank sum test if the assumptions for the t-test are valid. 
Similar to the signed rank test, the Wilcoxon rank sum test 
is very efficient, approximately 95% compared to the 
corresponding t-test i.e. t= 1.84 with 21 degree of freedom. 
The non-parametric tests are useful in experiments where 
the data consist of values derived from a rating scale with 
an underlying continuous distribution.1 

Friedman Test (Two –way ANOVA) 16 

The Friedman test is a non-parametric test applied to data 
which is, at least ranked and which is in the form of a two-
way ANOVA design (randomized blocks).1 This test is 
applied when data is in the form of a twoway ANOVA design 
and data should be suitable for ranking and also should be 
from more than two groups. It is for use with K repeated or 
correlated measures where measurement is at least 
ordinal. The null hypothesis states that all k samples are 
drawn from the same population or from populations with 
equal median.it is the significance test for more than two 
dependent variables.9 

Table 4: Average Hardness of 10 Tablets for five different 
tablet formulations prepared on four pressesa 

Tablet  

formulation 

Tablet press 

A B C D 

1 7.5(4) 6.9(1) 7.3(3) 7.0(2) 

2 8.2(3) 8.0(2) 8.5(4) 7.9(1) 

3 7.3(1) 7.9(3) 8.0(4) 7.6(2) 

4 6.6(3) 6.5(2) 7.1(4) 6.4(1) 

5 7.5(3) 6.8(2) 7.6(4) 6.7(1) 

Ri 14 10 19 7 

aParenthetical values are the within-tablet-press ranks. 

Data above describes the results of a validation experiment 
to test the performance of four tablet presses, with regard 
to tablet hardness. Average hardness of 10 tablets was 
computed for five different tablet products manufactured 
on four presses. Tablets are a random selection of five 
typical tablet products. The presses were identically set for 
same pressure for tablet formulation. The parenthetical 
values in table 4 are ranks of the average hardness for each 
formulation over the four presses. 

 If one of the presses consistently had the highest (or 
lowest) rank, one would conclude that the press 
(treatment)produced harder(or less hard) tablets than the 
other presses. In table 4, tablet press C had the highest 
hardness value for all formulations with the exception of 
formulation 1, where it had the next-to-largest value. The 

           USP apparatus Modified apparatus 

Amount 
dissolved 

Rank Amount 
dissolved 

Rank 

53 3 58 11 

61 14 55 5.5 

57 9 67 21 

50 1 62 15.5 

63 17 55 5.5 

62 15.5 64 18.5 

54 4 66 20 

52 2 59 12.5 

59 12.5 68 22 

57 9 57 9 

64 18.5 69 23 

Sum of Ranks 105.5 56 7 

  Sum of Ranks 170.5 
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test of significance is an objective assessment of whether or 
not the data of given table provide sufficient evidence to 
say that tablet C is, indeed, producing harder tablets than 
the other presses. 

Chi –square distribution is used for sample sizes sufficiently 
large to approximate the test of significance. The chi square 
test is 

                 𝑋𝑐−1
2 = 12

𝑟𝑐(𝑐+1)
 ( Ʃ𝑅𝑖

2- 3r(c+1)) → (eq :- 3)   

𝑤ℎ𝑒𝑟𝑒 𝑋𝑐−1
2 = 𝑡ℎ𝑒  𝑥2𝑠𝑡𝑎𝑡𝑖𝑐  𝑤𝑖𝑡ℎ 𝑐 −

1 𝑑𝑒𝑔𝑟𝑒𝑒 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚  

𝑟 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑜𝑤𝑠(𝑏𝑙𝑜𝑐𝑘𝑠) 

𝑐 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 (𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑠) 

     Ri =sum of ranks in ith group (column)  

According to Table -4 we have, the chi- square statistic has 
3 degree of freedom. 

           𝑋3
2= 12

(5)(4)(4+1)
 (142 +102+192+72) – 3(5)(5) = 9.72 

A chi – square value of 7.81 or larger is needed for 
significance at 5% level. We conclude that at least two of 
the tablet presses differ with regard to tablet hardness. 
Observation shows that tablet press C produces harder 
tablets than those produced by the other presses. The 
tabulated value shows a difference of 11 is required for 
significance (p˂ 0.05) for individual comparisons between 
pairs of means for 4 treatments (k=4) and 5 rows (n=5). 
Henceforth, press C produces significantly harder tablets 
than press D with sum of ranks of 19 and 7 respectively.  

Kruskal-Wallis H test (one- way ANOVA)17  

The Kruskal-Wallis H test is a rank based nonparametric test 
that can be used to determine if there are statistically 
significant differences between two or more groups of an 
independent variable on a continuous or ordinal dependent 
variable. For example in clinical trials, it will be used to test 
assess differences in albumin levels in adults different diets 
with different amounts of protein.12 

It is an extension of the rank sum test to more than two 
treatments, and is a test of the location of distributions. 
Significance: differences can be interpreted as meaning that 
the averages of at least two of the comparative treatments 
are different. The computations and analysis will be 
illustrated using an experiment in which data were 
obtained from a preclinical experiment in which rats, 
injected with two doses of an experimental compound and 
a control (a known sedative), were observed for sedation. 
The time for the animals to fall asleep after injection was 
recorded. If an animal did not fall asleep within 10min of 
the drug injection, the time to sleep was arbitrarily assigned 
a value of 15min.table 5 shows the experimental 
results.one data point was lost from the control group 
because of an illegible recording, obliterated in the 
laboratory notebook.  

Table 5: “Time to sleep” for a control and Two Doses of an 
Experimental compound (min) 

Control Rank Low 

dose 

Rank High 

dose 

Rank 

8 22 10 26 3 10 

1 3.5 5 13 4 12 

9 24.5 8 22 8 22 

  6 15 1 3.5 

9 24.5 7 18.5 1 3.5 

6 15 7 18.5 3 10 

3 10 15 28 1 3.5 

15 28 1 3.5 6 15 

1 3.5 15 28 2 7.5 

7 18.5 7 18.5 2 7.5 

sum of ranks 149.5  191.0  94.5 

The analysis for treatment differences is not dependent on 
equal numbers of observations per group, although, as in 
most experiments, equal sample sizes are most desirable 
(optimal).  Analysis consists of first combining all of the data 
then obtains the ranks then the observations are 
reclassified into original groups. 

Test statistic for kruskal-wallis test, as described below is 
approximately distributed as chi- square with k – 1 d.f, 
where k= number of treatments (groups). For small sample 
sizes, tables to determine the treatment rank sums needed 
for significance. Chi square approximation is good if the 
number of observations in each group is greater than 5.the 
computation of chi-square statistic follows: 

                      𝑋𝑘−1
2 = 

12

𝑁(𝑁+1)
(Ʃ𝑅𝑖

2

𝑛𝑖
  )-3(N+1) → (eq:-4) 

Where N= total number of observations in all groups 
combined 

               Ri= sum of ranks in ith group 

               ni= number of observations in ith group 

                k= number of groups 

For Table-5, N=29, R1=149.5, R2=191, R3=94.5, n1= 9, n2= 
10,n3=10,k=3 

we have,  

   𝑋2
2= 

12

29(30)
(

149.52

9
+

1912

10
+

94.52

10
 -3(29+1)= 6.89 

The  chi-square value with 2 d.f must be equal to or greater 
than 5.99 to be significant at 5% level. Hence the average 
“time to sleep” differs for at least two of the three 
treatment groups (control, high dose and low dose) at the 
5% level of significance.  

A correction for ties can be used which increases the value 
of chi-square. Hence, if null hypothesis is rejected 
(significant treatment differences), the correction only 
increases the degree of significance. If chi-square just 
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misses significance, the correction result in statistically 
significant differences. The correction as follows 

              Correction = 
𝑥2

1−Ʃ(𝑡𝑖
2−𝑡𝑖 )/(𝑁3−𝑁)

  → (eq:-5) 

Where ti = number of tied observations in group “i” 
             N= total number of observations  

Hence, 
6.89

1−378/(293−29)
 = 6.89

0.984
 = 7.00 

The correction for ties is usually very small. The correction 
for above example is that does not change the conclusion 
of significant differences among treatment means.1 

CONCLUSION 

The aim of this article is to emphasis on Non-parametric 
statistics under pharmaceutics which is without regard to 
any primary distribution. It is convenient alternative to 
parametric statistical tests when the test assumptions 
about the data distribution are not met. The main purpose 
of nonparametric tests is where the methods of statistical 
analysis do not require a distribution to meet the required 
assumptions to be analysed.        

In clinical practice, the researchers often assess whether 
the outcome variable is overall normally distributed and use 
a nonparametric test when it is not. 
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