
Int. J. Pharm. Sci. Rev. Res., ISSN: 0976 – 044X, 84(12) – December 2024; Article No. 01, Pages: 1-10                  DOI: 10.47583/ijpsrr.2024.v84i12.001 

 

 

International Journal of Pharmaceutical Sciences Review and Research International Journal of Pharmaceutical Sciences Review and Research 
Available online at www.globalresearchonline.net  

©Copyright protected. Unauthorised republication, reproduction, distribution, dissemination and copying of this document in whole or in part is strictly prohibited. 
Available online at www.globalresearchonline.net  

 

1 

                                                                                                                             
 

Regulatory Considerations for AI/ML Medical Devices:  
Bridging the Gap Between Innovation and Patient Safety 

 
Gangisetty Jhansi*, Meghana Yerraguntla, Yagnika Muppa, Thotakura Hanvitha Chowdary, Mudavath Madhu Naik,  

Panchumarthy Ravisankar, P. Srinivasa Babu 
   Vignan Pharmacy College, Vadlamudi, Guntur, Andhra Pradesh, India. 

*Corresponding author’s E-mail: gangisettyjhansi@gmail.com  

 
Received: 13-08-2024; Revised: 24-11-2024; Accepted: 02-12-2024; Published on: 15-12-2024. 

ABSTRACT 

Machine learning and artificial intelligence are revolutionizing healthcare, more so through its application in medical devices. These 
technologies enhance diagnosis, decision-making, and patient care by using big data sets such as images and records. However, they 
are still relatively new and present a set of specific regulatory concerns, and the need to create standards that would ensure the 
safety, efficiency, transparency, and fairness of their work has emerged. To address this issue, the US FDA, EMA, NICE, China’s NMPA, 
Health Canada, and others are developing risk-based classification systems and or approval processes for AI/AI-based devices. These 
executives concern themselves with post-market issues, cyberspace, and ethical issues. For instance, the approach to the general life 
cycle of the FDA (TPLC) presents a constant enhancement of the software with an assurance of security standards; EU law on the 
other hand concentrates on aspects of transparency and risk management. However, these efforts do not seem sufficient to regulate 
AI in medical devices because of the rate at which innovation is happening and issues related to data privacy. This article considers 
the significant imperative for a flexible regulatory approach to foster innovation while maintaining patient safety in the growing field 
of AI/ML medical devices.  
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INTRODUCTION 

I is a science that deals with the development of 
intelligent systems that can solve problems in a way 
that is similar to how human beings solve problems 

such as learning, reasoning, and problem-solving. Of these 
systems, those using artificial neural networks can also 
analyze large big-data datasets to identify hidden 
relationships that might be hard to find using other means. 
This information may consist of medical images from x-
rays, CT, MRI, ultrasound, and other health information 
from electronic health records, wearable devices, and 
omics data such as genomics, proteomics, and radiomics 
data. 

Artificial intelligence (AI) cannot exist without machine 
learning (ML), a crucial subfield that allows a device to 
study data on its own. The concept of machine learning 
was pioneered by Arthur Samuel in the year 1959 and a 
system can learn from its past experiences without the 
programmer having to code it for the particular function. 
In medical devices, ML especially deep learning has been 
widely applied in image analysis where it is capable of 
pattern recognition, diagnostics, and clinical decision-
making without any help from physicians. In contrast to 
traditional software that needs specific instructions, ML 
models improve the functionality of medical devices by 
predicting and learning from the results while improving 
the precision of their estimations with each newly 
analyzed data set. 

These AI and ML developments are on course to transform 
radiology through improving disease diagnosis, decreasing 

diagnostic inaccuracies, streamlining imaging processes 
and processes, and supporting the delivery of population-
level screening that can be especially useful in low-
resource environments. 

The application of artificial intelligence and machine 
learning in medical devices means that the development of 
strict regulatory requirements to protect both safety and 
effectiveness is required. In contrast to traditional 
healthcare technologies, AI-based systems improve over 
time as they update themselves based on the new data 
that they receive; this makes the main concern of the 
regulatory bodies a little different. These frameworks have 
to be differential enough to embrace AI’s constantly 
evolving character while at the same time providing 
exhaustive assessment of data credibility, algorithms’ 
explainability, and long-term stability. Ongoing monitoring 
and flexible rules are necessary to prevent possible risks, 
which include diagnostic errors, as well as algorithmic 
prejudices, and guarantee that AI-driven devices stay at 
their best for the duration of their functional life cycle. 

In addition, the regulatory agencies must adapt actively to 
other important ethical issues especially concerning the 
patient data which is highly used by the AI systems. 
Pertaining to data and privacy protection, these objectives 
are as follows: Data protection, privacy laws, and 
regulation compliance, and, the minimization of 
algorithmic bias. In this way, healthcare leaders should 
create extensive and flexible regulations that will help to 
introduce AI technologies into medical devices with equal 
consideration for patient safety and trust in technology or 
its outcomes. 1 
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Regulatory Bodies 

Regulatory bodies play a crucial role in ensuring the safety, 
efficacy, and ethical deployment of AI in medical devices, 
while simultaneously fostering innovation. These agencies 
are responsible for setting standards and guidelines that 
safeguard patient health, address potential risks, and 
ensure that AI-driven technologies are effective and 
reliable over time.2 

Key regulatory bodies around the world include 

1. U.S. Food and Drug Administration (FDA 

2. European Medicines Agency (EMA) 

3. UK’s National Institution for Health and Care 
Excellence (NICE) 

4. China’s National Medical Products Administration 
(NMPA) 

5. Health Canada 

 U.S. Food and Drug Administration (FDA 

The US FDA plays a crucial role in governing and 
supervising medical devices with value-added AI and ML 
functions. The adaptive regulatory approach recognizes 
the fact that AI-ML software development is an 
evolutionary process. This remains a strongly positive-
rated aspect of AI-ML applications since it fosters the 
evolution of models while keeping the patient in check and 
at the centre.  

The FDA has different routes to medical device clearance 
which include PMA, 510(k), 510(k) Exempt classifications, 
De Novo, and HDE. The 21st Century Cures Act goes a step 
further in easing the burden by stating that the following 
types of software do not need FDA permission to be sold. 
The De Novo classification can be sought by manufacturers 
for devices that have no legally marketed predicate; For 
instance, Philips IntelliSite Pathology Solution (PIPS) was 

approved by FDA for primary diagnostic use of whole slide 
imaging.  

The HDE pathway provides patients with limited treatment 
choices the opportunity to receive appropriate devices 
when they suffer from diseases affecting fewer than 8000 
people per year. Also, the FDA has adopted specific 
channels for software products, which include the pilot 
Precertification Program and the Predetermined Change 
Control Plan (PCCP). Such measures are intended to test 
novel approaches to regulation and promote patient safety 
within medical software development at the same time. By 
these ways, the FDA strives to develop a favorable 
regulatory culture for the development of AI-ML 
integrated medical devices that at the same time are safe 
and effective for patients and clinicians.3 

The FDA categorizes medical devices into three classes 
based on their risk profiles, intended uses, indications, 
technological characteristics, and regulatory controls 
necessary for ensuring safety and efficacy. This 
classification dictates the required pre-market 
submissions:  

Classification of AIML Medical Devices by Risk of Infection 

Class I: Devices that offer a low risk of infection. It is 
common to be used in non-invasive procedures. Low-risk 
devices, therefore, have a low probability of necessitating 
considerable regulatory intervention. Some of these 
devices may not require submission of the premarket 
notification (510(k)). 

Examples:  

Bandages: Generally, exempt from premarket 
notification. 

Surgical Instruments: Basic tools such as scalpels, scissors, 
and forceps. 

Elastic Bandages: Used for compression and support. 

 
Elastic Bandages                                           Surgical instruments                                                   Bandages 

Figure 1: Class I Medical devices 

Class II: Equipment that is relatively likely to transmit 
infection and many are inserted into the body. Devices that 
are generally classified as moderate risk, typically need a 
510(k) filing to show the device is as safe and effective as 
another device that is legally marketed. This type of AI/ML 

device covers most of the devices that offer diagnostic or 
therapeutic capabilities. 

Examples: 

Infusion Pumps: Deliver medications or nutrients directly 
into the body. 
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Diagnostic Imaging Devices: MRI and ultrasound machines 
that may involve contact with bodily fluids. 

Hearing Aids: Amplify sound for hearing-impaired 
individuals. 

Blood Glucose Monitors: Used for diabetes management. 

 
Blood Glucose Monitor 

 
Hearing Aid 

 
Diagnostic imaging devices 

     
Infusion Pumps                                                                                                                                             

Figure 2: Class II medical devices 

Class III: Devices that can only be marketed with a PMA, or 
premarket approval. These devices are needed in order to 
maintain life, are of a high degree of importance in order to 
avoid the development of a disability, or are potentially 
unreasonably dangerous with respect to health. Devices 
that present AI/ML-based changes in clinical practice or 
patient management may be placed here.  

Examples: 

Implantable Pacemakers: Regulate heartbeats and require 
surgical implantation. 

Stents: Used to keep arteries open, often placed in sterile 
environments. 

Artificial Heart Valves: Critical for maintaining cardiac 
function. 

Deep Brain Stimulation Devices: Used for treating 
neurological conditions.4 

 
Deep Brain Stimulation Devices 

 
Artificial Heart Valves 

 
Stent 

 
Implantable Pacemaker 

Figure 3: Class III medical devices 

Combination Devices: Devices that combine drug delivery 
with a device component. 

 Examples: 

Drug-Eluting Stents: Release medication to prevent 
blockage in arteries. 
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Regulatory Requirements: This may require both a 510(k) 
and PMA, depending on the components involved. 

Software as a Medical Device (SaMD): Software 
applications that perform medical functions. 

 Examples: 

AI Diagnostic Tools: Algorithms that analyze medical 
images. 

Mobile Health Apps: Monitor patient health metrics or 
provide clinical decision support. 

FDA evaluates these technologies based on the current 
medical device regulations. In April 2019, the FDA released 
the “Proposed Regulatory Framework for Modifications to 
Artificial Intelligence/Machine Learning-based Software as 
a Medical Device (SaMD)” insisting that developers should 
be certain that their AI systems work well in the real world. 
This proposal pointed out that the developers should report 
to the FDA any changes in the performance or input, and 
the approval of the AI system should be redone if the 
intended use shifts. Following this, in January 2021, the FDA 
released the "AI/ML-based SaMD Action Plan," outlining 
five key actions informed by a total product life cycle (TPLC) 
approach for regulating AI medical devices: 

1. Creating a specific regulatory framework and 
developing a sample of the “Predesigned Change 
Control” document that may serve as guidance. 

2. Disseminating good machine learning practices 
(GMLPs). 

3.  Emphasizing the need of patients and transparency in 
devices: further patient-oriented approach.  

4.  The subject of algorithms and their bias, as well as 
ways to enhance algorithms’ performance.  

5.  Starting pilot studies for tracking actual 
performance.5 

European Medicines Agency (EMA) 

The EU started its regulation of AI through declarations and 
recommendations, such as the “Ethics Guidelines for 
Trustworthy AI” and the “Policy and Investment 
Recommendations,” in 2019. It paved the way for more 
structured legislation and thus the European Medical 
Device Regulation of May 2021 that categorized SaMD on 
risk levels depending on their diagnostic or therapeutic use.  

The next step in the EU’s regulatory framework was made 
in April 2021 with the advent of the AI Act, which is 
intended to create a single legal framework for AI goods and 
services at each stage of their creation and use. These 
standards focus on risk management, data governance, 
human oversight and control, explicability, reliability, 
robustness, and security in Articles 9 to 15 of this 
framework. Articles 16 to 29 detail the duties of providers 
to the consumers of these AI systems, a shift from soft law 
to hard law for AI. 

The AI Act incorporates a risk-based approach into the 
treatment of AI systems. In the healthcare domain, high-risk 
AI systems are those that rely on biometric identification, 
categorize patients according to their medical records, and 
manage public healthcare services and electronic health 
records. Companies that employ these high-risk AI systems 
have to be very careful about data governance and have to 
work on risk management to keep these systems safe and 
legal. For less safety-critical AI applications, it is proposed 
that a voluntary code of conduct is used for lower-risk 
applications like chatbots engaging users in healthcare 
settings.6 

UK’s National Institution for Health and Care Excellence 
(NICE) 

The UK Medical Devices Regulations (UK MDR 2002) were 
amended post Brexit to reflect previous EU standards for 
regulating the approval, marketing and monitoring of 
medical devices. The UKCA marking has been introduced to 
replace the CE marking that was used by the EU with 
manufacturers being expected to meet certain safety and 
performance requirements. The MHRA is the main 
regulatory body with oversight responsibilities in addition 
to inspections during and after the marketing of the 
products. Medical devices are classified into four categories 
based on risk, with devices considered to be higher risk 
being both subject to clinical trials and post-market 
surveillance. NICE guides the effectiveness of medical 
devices in the NHS and Regulatory Horizons Council advice 
on innovation and emerging technology. With the focus of 
the UK health system shifting to digital health technologies, 
including SaMD, the ESC provides a road map to developing 
more robust evaluation processes, such as the Evidence 
Standards Framework. With these regulation changes, the 
UK still strives to strike a balance between safeguarding 
patient’s interests and encouraging innovation in the health 
sector, and efficiency while maintaining strong oversight. 

In 2019, the National Institute for Health and Care 
Excellence (NICE) of the United Kingdom collaboratively 
with the NHS England set up the “Evidence Standards 
Framework for Digital Health Technologies.” This 
framework defines rules for a broad spectrum of digital 
goods and services that can be standalone applications, 
software, or online services or are integrated with other 
health technologies. The Regulatory Horizons Council of the 
UK published “The Regulation of AI as a Medical Device” in 
November 2022, which contains a full life cycle overview of 
an AI-based medical device (AI-MD). 

This document seeks to improve the communication 
process and interaction between the patients and the 
public, the regulators and the manufacturers, and the users. 
In September 2021, the Medicines, and Healthcare 
Products Regulatory Agency (MHRA) introduced an 
initiative known as the “Software and AI as a Medical Device 
Change Programme” to establish a comprehensive set of 
regulations governing AI-MDs. This initiative consists of two 
main workstreams: the first one is centered on essential 
change initiatives throughout the lifecycle of SaMDs, with 

http://www.globalresearchonline.net/
http://www.globalresearchonline.net/


Int. J. Pharm. Sci. Rev. Res., ISSN: 0976 – 044X, 84(12) – December 2024; Article No. 01, Pages: 1-10                  DOI: 10.47583/ijpsrr.2024.v84i12.001 

 

 

International Journal of Pharmaceutical Sciences Review and Research International Journal of Pharmaceutical Sciences Review and Research 
Available online at www.globalresearchonline.net  

©Copyright protected. Unauthorised republication, reproduction, distribution, dissemination and copying of this document in whole or in part is strictly prohibited. 
Available online at www.globalresearchonline.net  

 

5 

emphasis on cyber security, data protection, and post-
market reviews. The second workstream is on issues unique 
to AI technologies, including algorithm flexibility, bias, and 
the nature of AI output.7 

China’s National Medical Products Administration (NMPA) 

The National Medical Products Administration (NMPA) is 
the authority that oversees the medical devices in the 
country of China. These devices are divided into three 
classes based on their risk levels: Class I is least risky and 
involves registration without approval while Class II is 
considered to be moderately risky and involves product 
registration certificate (PRC) and Class III are highly risky 
and requires approval and assessment. In the registration 
process, one has to provide pre-market application data 
and safety and effectiveness data, and clinical data may be 
needed for Class II and III. After this submission, the NMPA 
performs a detailed technical assessment on the 
application submitted. Moreover, the NMPA requires post-
market surveillance in order to confirm the further safety 
and efficacy of the devices after the entry of the product to 
the market. The manufacturers are obliged to adhere to the 
GMP in order to produce the safe and quality products. 
Furthermore, they need to have a quality management 

system which will meet the requirements of the 
international standard ISO 13485 or other standards.8 

Health Canada 

Health Canada oversees the regulation of medical devices 
through the Medical Devices Regulations (MDR), which are 
part of the Food and Drugs Act. The classification of devices 
is similar to that of the NMPA, categorizing them into four 
risk-based classes: Class I devices are considered low risk 
and are subject to general controls; Class II devices are 
classified as moderate risk and require a Medical Device 
License (MDL); Class III devices are deemed high risk and 
necessitate an MDL, along with potential clinical data; and 
Class IV devices are classified as very high risk, requiring an 
MDL and thorough clinical evaluation. Manufacturers must 
secure a Medical Device License for Class II, III, and IV 
devices, which involves submitting evidence demonstrating 
the device's safety and effectiveness. Additionally, they 
must adhere to quality system requirements, ensuring 
compliance with ISO 13485 standards or similar criteria. 
Manufacturers are also tasked with post-market 
surveillance responsibilities, which include reporting 
adverse events and managing recalls. To aid manufacturers 
in meeting these regulations, Health Canada offers a variety 
of guidance documents.9  

Table 1: Comparison of AI Regulatory Frameworks in Medical Devices: USA, UK, and Europe 

Aspect USA UK Europe 

Regulatory Authority FDA (Food and Drug Administration) MHRA (Medicines and 
Healthcare Products Regulatory 
Agency) 

European Commission/AI Act 

Current Regulatory 
Framework 

No specific regulatory framework for 
AI, uses existing medical device 
regulations; Proposed Regulatory 
Framework for AI/ML-based SaMD 
(2019); AI/ML-based SaMD Action 
Plan (2021) 

NICE (2019): Evidence 
Standards Framework for Digital 
Health Technologies; MHRA: 
Software and AI as a Medical 
Device Change Programme 
(2021) 

European Medical Device 
Regulation (2021); AI Act 
(2021) 

Focus Areas Real-world performance, Good 
Machine Learning Practices (GMLPs), 
Transparency, Bias Elimination, Post-
market Monitoring 

Cybersecurity, Bias in AI, Data 
Privacy, Post-market 
evaluation, Whole lifecycle 
regulation 

Risk-based regulation 
(high/low risk), Data 
Governance, Human oversight, 
Accuracy, Transparency, 
Cybersecurity 

Regulatory Approach Total Product Life Cycle (TPLC) 
approach; Accountability for system 
performance; Focus on predefined 
change protocols 

Lifecycle approach; Two 
workstreams: Lifecycle reforms 
and AI-specific challenges; 
Public and patient involvement 

Risk-based legal framework; 
High-risk AI systems undergo 
strict regulation, low-risk 
systems follow a voluntary 
code 

Updates and 
Modifications 

Requires FDA notification and 
potential re-approval for significant 
changes in AI/ML systems 

Regulated by MHRA; Ongoing 
updates to reflect emerging AI-
related risks 

Regulates based on risk 
classification; AI Act defines 
obligations for AI system 
providers 

Transparency and Bias Emphasizes transparency of AI 
algorithms, patient-centered 
approach, and bias elimination 

Emphasizes patient and public 
involvement in regulatory 
processes and clarity between 
stakeholders 

AI Act mandates transparency, 
human oversight, and bias 
elimination in high-risk AI 
systems 

Challenges Managing evolving AI systems, bias 
reduction, clear modification 
protocols 

Addressing AI biases, 
cybersecurity risks, challenges 
of evolving algorithms 

Inflexibility of AI Act to adapt 
to unforeseen high-risk AI 
applications 
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Figure 4: Overview of the 510(k) Submission Process for FDA Clearance 

 
Key Regulatory Requirements for AI/ML Medical Devices 

Traditionally, the review of medical devices occurs through 
the FDA's premarket pathway. The FDA and EMA have 
made concerted efforts to enhance the regulations 
governing Software as a Medical Device (SaMD), with the 
FDA introducing tailored guidelines to facilitate the safe and 
effective development and approval of SaMD for user 
access. Prior to marketing medical software or hardware, 
the parent company must submit it for FDA approval, which 
necessitates a thorough review and clearance process 
categorized into three levels 

1. SaMD 510(k) Notification 

2. De Novo Pathway 

3. Premarket Approval 

1. 510(k) Clearance: The term 510(k) is an acronym of the 
Medical Device Amendments’ section 510, subsection K. 
The FDA defines the 510(k) submission as a process by 
which a manufacturer can prove that his/ her device is as 
safe and effective as a previously legally marketed similar 
device. This means that 510(k) submissions must 
demonstrate that there is no new issue concerning safety 
or efficacy with the new device as opposed to a “predicate” 
device already approved under Section 513(i)(1)(A) of the 
FD&C Act. Most crucially, the predicate device cannot be a 
device that has been granted a PMA because devices 
granted this status cannot be used as predicates for new 
Class III devices. In general, Class II devices and those Class 
I devices that are not exempt from the process, as well as 
some pre-amendment Class III devices may clear the 510(k) 
process. For clearance, the submitter is required to submit 
sufficient documentation that the HR product is equivalent 
in safety to one or more legally marketed products. With 

such evidence, it cannot be sold legally in the market and 
this is the key reason for this invention.  

The Various Forms of the Premarket Notification 510(k) 
System 

 Traditional 510(k): A submission to prove substantial 
equivalence to a predicate device. The device must have the 
same intended use and either the same or different 
technological characteristics that do not raise new safety or 
effectiveness concerns. Devices are classified as either 
substantially equivalent (SE) and cleared for marketing, or 
not substantially equivalent (NSE) and require a Premarket 
Approval (PMA). 

Abbreviated 510(k): Simplifies process by permitting 
adherence to established consensus standards that are 
obtained from organizations such as ISO or AAMI. Also 
comprises a summary report on how these standards were 
adopted. Shorter documentation, however, review time is 
still 90 days. 

Special 510(k): In addition to applications for new devices 
or when there is a change in the design of the previously 
cleared devices but not the technology on which they are 
based or the purpose for which they are intended to be 
used. This subfactor comprises risk analysis and 
verification/validation summaries. With the goal of 
achieving the update within 30 days to make the 
modification on the existing devices.10 

2. Premarket Approval: The premarket approval is the 
FDA’s procedure of assessing the safety and efficacy of Class 
III medical devices. Class III devices present a risk level that 
is at least as high as the risk level of an over-the-counter 
medication; these devices can affect a person’s health in a 
profound way and may pose an unreasonable risk of illness; 
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therefore, it is essential to subject Class III devices to a more 
thorough scientific and regulatory review to determine the 
safety and efficacy of these devices. After a positive 
examination relying on acceptable scientific data, the FDA 
approves the application and grants the applicant 
permission to sell the product.11 

3. De Novo Pathway: The de novo classification is used 
where there are no Predicate devices to apply for a 
demonstration of the substantial equivalence yet such a 
device provides reasonable safety and efficiency with the 
help of general controls only or with the help of general and 
special controls. This classification gives a risk assessment 
of the device before it is approved for market use and entry. 
Products that have received the de novo classification may 
be classified as Class I or Class II and may be used in future 
de novo applications 12. 

Adapting clinical trial methods for AI and machine learning 
(ML)  

This intervention is relevant as the technologies at the 
centre of such applications are novel and dynamic. AI is 
dynamic as it learns from the data it receives unlike the 
interventional drug or device trials which remain fixed; new 
strategies for AI study design, monitoring, and regulatory 
oversight are therefore necessary.  

1. Study Design and Phases: Some of the conventional 
trial phases do not fit well with AI since these models 
change. Such approaches as the Bayesian approach 
incorporate modifications during trials through the 
data feedback. This dynamic approach assists in 
determining quickly if the AI is working well or if it 
needs modification, which saves time and is patient-
centered.  

2.  Randomization and Control Groups: The conventional 
forms of randomization could be ineffective for trials 
that involve the use of AI. Propensity score matching 
that employs historical or simulated values can also 
serve as a control arm for learning from rare diseases. 
Another type of randomization, known as adaptive 
randomization, helps patients get assigned to better-
performing AI arms more often throughout trials. 

3.  Blinding: Blinding becomes difficult when AI is directly 
interacting with the patients or clinicians. However, 
there are ways that bias can be reduced including the 
use of data analytics to process the data collected and 
external review of the decision made by the AI. This 
keeps bias away as it struggles to make sense of specific 
features present in AI technologies. 

4. Data Collection and Handling: AI feeds off big and more 
complex data sets. The ability of AI to learn from 
distributed datasets whilst not infringing on patient 
confidentiality will improve the effectiveness of AI in 
diverse populations. To make an AI system valuable 

and functional, dealing with actual data in real-time is 
crucial. 

5. Regulatory Approval and Monitoring: It is possible for 
the AI models to alter the product after approval and 
hence require lifecycle monitoring to determine its 
safety and efficacy. Regulatory frameworks should 
therefore be designed to fit both the “locked” models, 
which are static post-approval, and the “continuously 
learning” models. Another possible solution could be 
the modular approvals which enable the progressive 
change in the approvals.13 

6. Endpoints and Outcome Measures: In AI trials, 
emphasis should be placed not only on the clinical 
endpoints but also on the ability of AI to improve 
diagnostic performance and fit with the current 
workflow. Further, AI efficiency improvements require 
dynamic endpoints that can capture the actual impact 
of the technology.14  

7. Transparency and Explainability: AI needs to be 
explainable and transparent to prevent the black box 
element in the models. Such frameworks as XAI assist 
in the development of trust between clinicians and 
patients as they understand how decisions are made by 
the AI.15 

8. Patient Safety and Ethical Considerations: To identify 
the AI model drift, that occurs when the model’s 
performance declines because of shifting data, 
monitoring should be constant. It is also important that 
AI is trained on datasets to avoid making existing 
healthcare disparities even worse.16 

9. Validation and Reproducibility: For AI performance to 
be ideal, it must be tested under different 
environments to determine how it is going to perform 
out there in the field. It is therefore important to have 
multi-centre studies that comprise different population 
types to establish the extent to which AI models can be 
applied.  

10. Patient and Clinician Acceptance: Therefore, usability 
testing guarantees that AI systems are directly 
integrated into clinical work without confusion. It is also 
important that clinicians receive the proper training 
needed in order to trust and incorporate AI into the 
decision-making process.17 

Post Marketing Surveillance (PMS) 

Monitoring the safety of medical devices (MD) is essential 
for regulatory oversight. This process ensures that MDs, 
particularly high-risk class III devices, are safe and effective 
in real-world applications. The Eurasian Economic 
Commission has established that class III devices must 
undergo annual post-marketing surveillance (PMS) for 
three years following their registration, regardless of 
whether any adverse events have been reported. 
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Specific requirements for SaMD under different regulations  

Table 2: Compares key SaMD regulatory requirements across various regulatory bodies 

Requirement IMDRF FDA (U.S.) EU MDR Health Canada 

Risk Classification Risk-based  

(IMDRF model) 

Class I, II, III Rule 11 (Class I, 
IIa, IIb, III) 

Class I, II, III, IV 

Quality Management 
System 

ISO 13485 ISO 13485 or FDA 21 
CFR Part 820 

ISO 13485 ISO 13485 

Premarket 
Submission 

Based on risk 510(k), De Novo, or 
PMA 

CE marking 
process 

Medical Device 
License (MDL) 

Clinical Evaluation Required (risk-based) Required (risk-based) Required (risk-
based) 

Required (risk-
based) 

Post-market 
Requirements 

Real-world performance 
monitoring 

Post-market 
surveillance (PMS) 

PMS, vigilance 
reporting 

PMS, vigilance 
reporting 

Cybersecurity Growing emphasis Strong focus Strong focus Strong focus 

 

Figure 5: Post Marketing Surveillance of SaMd-AI operation 

Software as a medical device based on artificial intelligence 
(SaMD-AI) introduces distinct challenges, particularly 
regarding data interpretability and the risk of bias when 
utilized on populations that differ from the training 
datasets. Consequently, SaMD-AI is classified as a high-risk 
class III MD, necessitating annual PMS to build user trust 
and ensure safety and efficacy throughout its lifecycle. 

Existing PMS guidelines for MDs are often too generic and 
do not adequately address the specific requirements of 
SaMD-AI, which calls for customized monitoring strategies. 
Developers are advised to prepare documentation such as 
"Configuration and Change Management Plans" following 
GOST R IEC 62304—2013 or "Predetermined Change 
Control Plans" as specified by the FDA, to manage potential 
modifications in SaMD-AI. 

Effective PMS must include the assessment of SaMD-AI's 
safety and effectiveness in routine clinical practice, 
alongside collecting user feedback. While established PMS 
methodologies for MDs incorporate validation and 
verification processes, SaMD-AI would significantly benefit 
from a dedicated monitoring framework tailored to its 
unique characteristics.18 

Challenges In Regulation 

Regulating AI and machine learning (ML) in medical devices 
presents several challenges due to rapid technological 
advancements, data privacy concerns, and the need for 
algorithm transparency.   

Rapid Technological Advancement vs. Regulatory 
Adaptability 

• Speed of Innovation: AI and ML technologies develop 
rapidly, often outpacing current regulatory 
frameworks, leading to potential oversight gaps. 

• Regulatory Lag: Traditional regulatory processes may 
not keep pace with the swift evolution of AI, delaying 
the introduction of beneficial technologies in 
healthcare. 

• Dynamic Learning Models: Many AI systems learn and 
improve over time, creating challenges for regulators in 
assessing and monitoring these continually evolving 
algorithms to ensure ongoing safety and 
effectiveness.19 
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Data Privacy and Ethical Considerations 

• Patient Data Security: AI medical devices typically 
utilize extensive datasets, raising concerns about the 
privacy and security of sensitive health information, 
and complicating compliance with regulations like 
HIPAA. 

• Bias and Fairness: AI algorithms can unintentionally 
reflect biases in their training data, potentially leading 
to unequal healthcare outcomes, necessitating 
regulatory oversight to ensure fairness. 

• Informed Consent: It can be difficult to obtain informed 
consent, as patients may not fully understand how 
their data will be used, particularly in systems that 
operate as "black boxes."20 

Transparency and Explainability of AI Algorithms 

• Black Box Nature: Many AI models, particularly deep 
learning ones, lack interpretability, complicating the 
decision-making process in healthcare. 

• Trust in AI: To foster trust among healthcare 
professionals and patients, there needs to be clarity on 
how AI systems generate their conclusions. Regulators 
may need to mandate a certain level of explainability 
for clinical AI applications. 

• Regulatory Guidelines: Establishing clear transparency 
guidelines can be challenging due to the diversity of AI 
applications and their specific healthcare contexts.21 

Future Directions in AI/ML Medical Device Regulation 

Potential Updates in Regulatory Frameworks 

Dynamic Regulatory Models: Regulatory frameworks 
must evolve to accommodate the rapid 
advancements in AI/ML technologies. This includes 

• Continuous Learning and Monitoring: Implementing 
real-time performance tracking and periodic re-
evaluation of AI/ML algorithms to ensure sustained 
safety and efficacy.22 

• Pre-market and Post-market Guidelines: Develop 
distinct protocols for both phases to ensure thorough 
evaluation before market entry and ongoing oversight 
thereafter.23 

Standardization of Data Requirements: Establishing 
clear guidelines for data necessary for training, 
validation, and testing of AI/ML devices, focusing on: 

• Data Diversity and Representativeness: Ensuring 
datasets are diverse and representative of the patient 
population to mitigate biases.24 

• Transparency in Data Sources: Requiring clear 
documentation of data sources and methodologies 
used in algorithm training.25 

• Risk-Based Classification: Updating classification 
frameworks to categorize AI/ML devices based on risk 

profiles, allowing for tailored regulatory requirements 
that prioritize patient safety. 

• Collaborative Frameworks: Promoting partnerships 
among regulatory agencies globally to harmonize 
standards and share best practices in AI/ML 
regulation.26 

• Ethical Considerations: Developing ethical guidelines 
that address patient privacy, consent, and algorithmic 
bias to ensure responsible AI technology 
implementation. 

Importance of Collaboration 

• Cross-Disciplinary Engagement: Collaboration among 
developers, regulators, and healthcare providers is 
essential for ensuring AI/ML devices meet clinical 
needs while adhering to safety standards.27 

• Workshops and Joint Committees: Establishing regular 
workshops to unite stakeholders, facilitating 
discussions on challenges and regulatory strategies.28 

• Feedback Loops: Creating mechanisms for ongoing 
feedback from healthcare providers using AI/ML tools 
in real-world settings, which aids in identifying Issues 
Early: Allowing healthcare professionals to report 
performance issues for prompt regulatory action. 
Iterative Improvement: Enabling developers to refine 
algorithms based on real-world performance 
feedback.29 

• Training and Education: Developing educational 
programs for stakeholders on AI/ML technologies to 
ensure: Informed Decision-Making: Healthcare 
providers understand AI capabilities for better clinical 
decisions. Regulatory Awareness: Developers remain 
informed about compliance requirements.30 

• Patient-Centric Approach: Involving patients and 
advocacy groups in the regulatory process to align 
AI/ML solutions with patient needs, fostering trust and 
acceptance.31 

• Shared Innovation: Encouraging collaboration to drive 
innovation, leading to safer, more effective AI/ML 
solutions that benefit the entire healthcare 
ecosystem.32 

CONCLUSION 

AI and ML are transforming healthcare, particularly through 
advancements in medical devices like SaMD. These 
technologies enhance diagnostics, workflow efficiency, and 
patient outcomes but also present unique regulatory 
challenges. Regulatory bodies such as the FDA, EMA, and 
Health Canada have started adapting frameworks to 
accommodate AI's dynamic nature, emphasizing safety, 
efficacy, algorithmic transparency, and post-market 
surveillance. Challenges persist, especially in addressing 
rapid technological evolution, data privacy, and ethical 
considerations. To ensure patient safety and trust, 
regulators must continue evolving adaptive, risk-based 
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frameworks that balance innovation with stringent 
oversight. 
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