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ABSTRACT 

Gene ontology is a key bioinformatics initiative to provide a common language to express varying facets of a gene product’s biology. 
Data mining provides various methods for extracting useful information from Gene ontologies. Among them, association rule mining 
is a most promising method which can be used for extracting novel associations between terms in Gene ontology. This paper 
presents a survey on various algorithms used for association rule mining in gene ontology. Apriori, FP Growth and other association 
rule mining algorithms used in single-level as well as cross ontology mining are discussed and compared in this study. 
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INTRODUCTION 

iological and genetic information are rich 
knowledge sources. For the effective utilization of 
this information, computer technology can be 

made use of. Bioinformatics deals with the application of 
computer technology for the manipulation of biological 
and genetic information which can then be applied to 
gene-based drug discovery and other purposes. 

With the advancement of technology, lot of biological and 
genetic data, are generated day by day. 

Discovering novel information out of these data requires 
refined computational scrutiny. 

The significance of this latest field of inquest will grow as 
more and more genomic, proteomic, and other data are 
generated throughout. 

The overall goal of bioinformatics is to permit the 
discovery of new biological insights. 

The foundation of the Gene Ontology (GO) Consortium 
was a vital step toward the adoption of formal and 
objective knowledge representations in biological 
sciences1. 

As our knowledge of biological phenomena and our 
ability to represent that knowledge are continuously 
growing, the ontology is undergoing constant 
development. 

Gene Ontology contains concepts called GO Terms. The 
process by which a GO term is associated with another 
biological term is known as annotation. 

GO is presently the real standard for functional 
annotation of gene products. The whole corpus of 
annotations is stored into publicly available databases, 
such as the Gene Ontology Annotation (GOA) database

2
. 

GO is subdivided in three non-overlapping ontologies: 

Cellular Component (CC), Molecular Function (MF) and 
Biological Process (BP). Each of this ontology describes a 
particular aspect of a biological term. Terms and 
relationships are stored in GO in the form of Directed 
Acyclic Graph (DAG). In the Directed Acyclic Graph 
structure of GO, the nodes are terms and the relations 
among terms are the edges. The GO annotations of gene 
ontology represents every GO term associated with one 
of the three ontology term, cellular component, 
molecular function, or biological process. There are about 
14 different methods for gene ontology annotation which 
are generally grouped into two: IEA (Inferred from 
Electronic Annotation) and Manual Annotation. IEA 
annotations are done by computational techniques. Each 
annotation is labelled with an evidence code (EC). EC is 
useful to keep track of the method of annotation. 
Classical approaches for analyzing annotation data are 
functional enrichment analysis (i.e. the determination of 
over or under representation of an annotation in a set of 
annotated data) or semantic similarity (i.e. the 
determination of relatedness of two or more annotating 
terms)4-6. 

Data mining has emerged as a promising field in solving 
biological problems. Various data mining techniques like 
association rule mining, classification and clustering play 
a significant role in genomic and proteomic researches 
including cancer prediction, protein structure prediction 
etc. 

Frequent pattern mining on annotated data is an 
emerging field of research. In this paper, we will have a 
comparative study on the different association rule 
mining techniques used on annotated data for the 
prediction of novel annotations. 

Association Rule Mining 

Association rule mining (ARM)7-8 is one of the most 
significant methods of data mining. It has attracted the 
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interest of researchers, and is one of the scientific 
potentials of data mining that allows discovered 
correlations and association between capacious datasets. 
The relevance of ARM is increasing with the increasing 
demand of finding frequent patterns from large data 
sources. ARM involves two important steps: i.e. 1) 
Extraction of frequent items 2) Extracting association 
rules from these frequent items. The complexity of 
extraction process is determined in terms of response 
time and memory space. The number of frequent items is 
exponential to the number of items in database. 

Let T be a database, where T = {t1,t2,……,tm} is a set of 
transactions over I = {i1, i2,….,in} which is a set of items. A 
non-empty subset of I is called an item set. Each 
transaction ti in T is defined as an itemset i1, i2,….,ik of 
length k. An Association Rule is an implication between 
two item sets X and Y, in the form of X → Y where X∩Y= 
Φ. X is called the antecedent and Y is the conclusion, or 
the consequent, of the association rule. Each association 
rule X → Y may be characterized by two measures 
Support and confidence. They are used for selecting ARs 
according to their potential significance to the user: 

Support (X): Support of an item X is the number of times, 
X occurs in transactions in a database. 

Confidence: Confidence of a rule X→Y is an indication of 
how often the items X and Y occur together in the 
transaction. It is defined mathematically as Confidence 
(X→Y) = Support (X∩Y) / Support(X). 

Association Rule Mining can be broadly classified into 
single level and multilevel ARM. If mining is done on 
single level of abstraction, then it is known as single level 
ARM and if mining is done on more than one layer of data 
then it is known as multilevel ARM. Many algorithms have 
been designed to generate frequent patterns in ARM. The 
most popular ARM algorithms are Apriori and FP-Growth 
algorithm. Both these algorithms are scalable and 
efficient. Apriori algorithm mines the frequent item set by 
generating the candidate data set. But this takes lot of 
time and space. To overcome this drawback FP growth 
algorithm is introduced which mines the frequent items 
without generating candidate data set. But the obstacle is 
it generates a massive number of conditional FP trees. 
Apart from Apriori and FP-Growth algorithm, other 
important algorithms used in ARM are Apriori TID, Apriori 
Hybrid, Eclat, Partition and MaxMiner. 

Problems in Gene Ontology Annotations 

Two main issues are related to gene ontology 
annotations: (i) Annotation Count (ii) Type of 
Annotations. 

Annotation Count 

Count of annotation for each protein or gene may vary 
substantially within the same GO taxonomy and over 
different species due to the different methods used for 
annotation, and to the different availability of 
experimental data. 

Type of Annotations 

There are two types of annotations: Manuals annotations 
and IEA annotations. IEA annotations are more general 
compared to manual annotation. Manual annotations are 
more precise. But the number of annotations obtained 
using manual annotation is less than IEA annotations. 

Algorithms used in Single Level Go Mining 

Apriori Algorithm 

Apriori
9
 algorithm is the key algorithm for the extraction 

of association rules because it constituted the basis of the 
majority algorithms that are designed to extract the 
association rules. It is a research iterative algorithm of 
frequent itemsets by level, based on the anti-
monotonicity property: i.e. subset of a frequent itemset 
will also be frequent. 

Apriori algorithm consists of two steps. In the first step, 
candidate itemsets are generated and in the next step 
infrequent itemsets are pruned out. 

Procedure for Apriori algorithm 

 

Fp-Growth Algorithm 

J. Han proposed FP-Growth9 Algorithm, aims at 
overcoming the disadvantages of Apriori for ARM. FP-
growth is an efficient and scalable method for extracting 
the complete set of frequent patterns from a transaction 
database. It uses the technique of pattern fragment 
growth. FP-growth uses an extended prefix-tree structure 
(frequent pattern tree otherwise known as FP tree) for 
storing compressed and crucial information about 
frequent patterns. FP growth uses divide and conquer 
strategy. It needs 2 scans on the dataset. During the first 
scan, it computes a listing of frequent items sorted by 
frequency in dropping order (F-List). Within the second 
scan, the database is compressed into a FP-tree. This 
algorithmic rule performs mining on FP-tree recursively. 

Phases of FP-Growth algorithm: 

Phase 1: Construction of FP-Tree. 

Phase 2: Mining frequent itemsets from the FP-Tree. 

Phase1: Construction of FP-TREE 

FP-tree construction phase of FP-growth algorithm is 
divided into 2 passes. In the first pass, entire database is 
scanned and the support of each item is found. 
Infrequent items based on support count will be 
discarded. Then the frequent items are sorted based on 
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their support count in decreasing order. During the 
second pass, FP-tree is constructed with nodes 
corresponding to items. A counter is maintained for each 
node. FP-Growth reads one transaction at a time and 
maps it to a path. Paths are traversed in fixed order, same 
as the order of items in transactions. Paths may overlap 
when more than one transaction share the same item. In 
such cases counters will be incremented. 

Table 1: Transaction Database 

Tid (Ascended) Frequent Items 

1 p,m,a,c,f 

2 m,b,a,c,f 

3 b,f 

4 p,b,c 

5 p,m,a,c,f 

 

Figure 1: FP-Tree corresponding to Table 1 

Phase 2: Mining frequent itemsets from the FP-Tree 

In phase 2, conditional pattern base are generated from 
the FP-tree. Support counts are assigned to pattern base 
which is the minimum of the support counts for the items 
in the pattern base. For each frequent item, conditional 
patterns are generated. Conditional FP trees are 
generated from these conditional patterns. The process is 
repeated for each newly created conditional FP-tree and 
continues until the resulting FP-tree is empty or it 
contains only one path. 

Eclat Algorithm 

Eclat9 algorithm was proposed by Zaki. Unlike Aprioi 
algorithm which uses a breadth first search on 
transactions, Eclat uses a depth first traversal on the 
transaction database. Let D be a transaction database 
with transactions {T1, T2, T3, T4, T5, T6, T7, T8, T9} and I 

is an itemset with items, {I1, I2, I3, I4, I5}. Table 2 shows the 
transaction database. In order to apply Eclat algorithm on 
D, first D is converted to vertical format as shown in 
Table.3. 

Support count can be obtained for each item in I from the 
vertical format of the transaction database. From the 
vertical database, frequent itemsets are generated 
repeatedly until no candidate itemsets can be found. 

Table 2: Transaction Database 

TID List of Items 

T1 I3,I5 

T2 I3,I4 

T3 I3,I5 

T4 I1,I4 

T5 I1, I3 

T6 I3,I2 

T7 I1, I2 

T8 I1, I2,I5 

T9 I1, I2 

Table 3: Transaction database in vertical format 

Item set TID_set 

I1 {T4,T5,T7,T8,T9} 

I2 {T6,T7,T8,T9} 

I3 {T1,T2,T3,T5,T6} 

I4 {T2,T4} 

I5 {T1,T3,T8} 

Algorithm Used in Cross Ontology Mining 

Classical AR algorithms are not able to deal with different 
sources of production of GO annotations. As a result, 
classical algorithms generate candidate rules with low 
Information Content (IC). 

There are several algorithms available for mining gene 
ontology at sub-ontology levels which is referred as cross 
ontology mining10-11. 

G. Agapito4 presented GO-WAR that can generate 
candidate rules with a high level of IC. In GO-WAR 
algorithm, Support and Confidence are not lost during the 
rule discovery phase. GO-WAR does not require post-
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processing strategies for eliminating uninteresting rules. 
Publicly available GO annotation data is used for 
explaining GO-WAR mining algorithm

5
. 

Procedure for GO-WAR Algorithm 

 

Comparison of Different Algorithms 

The performance of the algorithms is compared by 
varying the support percentage. Fig 2 shows the 
comparison of Apriori, Eclat and FP-Growth algorithms on 
single level data and Fig 3 shows the performance of GO-
WAR algorithm in comparison with Apriori and FP-Growth 
algorithms. From the figure, it is clear that FP-growth 
algorithm performs better than Eclat and Apriori. 
Execution time needed for Apriori is greater than that of 
Eclat and FP-Growth. FP-growth algorithm requires at 
most two scans of the database. In Apriori, as the size of 
dataset increases, the number of database scan needed 
also increases. 

Performance of Apriori algorithm decreases with increase 
in support percentage. Performance of FP-growth 
remains unaffected by the variation of support factor. 
Apriori needs more database scan. Eclat needs only one 
database scan and it finds next level itemsets by 
intersecting current level itemsets. FP_Growth uses 
complex data structure compared to Aprori and Eclat. In 
cross-ontology mining GO-WAR outperforms Apriori and 
FP-Growth in execution time and accuracy. 

 

Figure 2: Comparison of single level ARM algorithms 

 

Figure 3: Comparison of GO-WAR algorithm with Apriori 
and FP-Growth 

CONCLUSION 

The performances of various algorithms have been 
compared. GO-WAR is an efficient algorithm for cross-
ontology mining. FP-Growth algorithm performs better 
for single level data mining. Gene Ontology mining at 
cross ontology levels will help in discovering novel 
associations between gene ontology terms. This can be 
useful for drug discoveries, finding genomic and 
proteomic relationships and other significant 
bioinformatics applications. 
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